
Alzheimer’s Disease Classification in Functional
MRI With 4D Joint Temporal-Spatial Kernels in

Novel 4D CNN Model 1

Figure 1: Proposed 4D CNN model architecture, consisting of four downsampling stages
in a 1-1-3-1 configuration. The final stage outputs 1024 channels that are globally average
pooled to yield 1024 features for the entire 4D scan.

Introduction

Resting-state functional MRI (rs-fMRI) is increasingly recognized as a biomarker for
Alzheimer’s disease (AD), with numerous studies reporting different blood-oxygen-level-
dependent (BOLD) activations in specific brain regions relative to healthy subjects [2] [3].

1This work appeared in conference proceedings in ISMRM 2025 [1].
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Feature extraction from this neuroimaging data typically involves machine learning algo-
rithms applied to either functional connectivity matrices or subcortical surface maps [4]
[5]. Contrarily, this study focuses on the 4-dimensional data for classification which is
often overlooked due to bigger computational demands. Since the other approaches like
timeseries data or functional connectivity matrices reduce the dimensionality of data, it is
possible that some important information is lost that is beneficial for diagnosis.

We evaluate three deep learning approaches for handling 4D data. The first approach
employs a 3D convolutional neural network (CNN) using the ConvNeXt [6] architecture,
treating time samples as input channels. The second approach is a hybrid model combining
a 3D CNN with a long short-term memory (LSTM) [7] module to separately capture spatial
features and temporal dynamics. The third approach, our method, introduces a novel 4D
CNN model that performs convolutions using 4D temporal-spatial kernels. While using a
4D CNN is not entirely unprecedented [8] [9], this study represents the first application of
such a model in fMRI for diagnosing Alzheimer’s disease.

Background

Alzheimer’s Disease

Alzheimer’s disease (AD) is a progressive neurodegenerative disorder that often leads to
dementia, characterized by a decline in cognitive and memory functions. About 6 million
Americans are currently affected by AD, and this figure is expected to rise to 12.7 million
by 2050 due to the aging population [10]. Recently, three distinct stages of Alzheimer’s
disease have been recognized clinically: the preclinical stage, an intermediate stage known
as mild cognitive impairment (MCI), and, in advanced stages, dementia of the Alzheimer’s
type (DAT) [11]. Patients that show no symptomps or signs of Alzheimer’s disease are
known to be cognitively normal (CN). MCI is diagnosed when there is objective evidence
of cognitive disturbances, despite the relative preservation of daily functioning. DAT is
characterized by severe cognitive and functional impairments that require clinical diag-
nosis. Patients with MCI, the earliest clinical phase of DAT, are at a significant risk of
developing dementia, though the probability and speed of this progression vary among
individuals. Additionally, preclinical AD is known to impact the brain years before any
diagnosis. As a result, there is a growing need to study brain changes in the early stages to
support future research on detection, prediction, and treatment strategies.

Dementia is a general term used to describe symptoms related to cognitive and memory
deficits. Several diseases or disorders can lead to dementia, with Alzheimer’s disease being

2



Figure 2: Schematic of Alzheimer’s disease biomarkers and their progression over time.
Figure from the Alzheimer’s Disease Neuroimaging Initiative.

one of the most common causes. Other contributors include cerebrovascular disease, Lewy
body disease, frontotemporal lobar degeneration, and Parkinson’s disease, among others.
However, coexisting conditions or mixed pathologies often occur between these causes,
making diagnosis more complex [12]. This complexity underscores the need for adapt-
able biomarkers that can differentiate between or highlight overlapping pathologies when
applied across different diagnoses.

Alzheimer’s disease pathology is characterized by the accumulation of amyloid-β and
tau proteins, which begins years or even decades before a diagnosis is made as indicated in
Fig. 2. The presence of tau is associated with cognitive decline. The hippocampus, located
in the temporal lobe, is one of the first brain structures affected by Alzheimer’s disease.
The Braak staging model describes the progression of protein accumulation, starting in the
inferior temporal and medial frontal lobes and eventually affecting most areas of the brain
[13]. This buildup is followed by nerve cell degeneration, or brain atrophy, which can be
seen in brain imaging (such as MRI) as enlargement of the ventricles, widening of the sulci,
and thinning of the gyri [14]. At this stage, cognitive and behavioral changes start to appear
as the disease advances.

Cognitive changes are a natural part of normal, healthy aging, but they become more
pronounced with conditions like MCI and DAT. Episodic memory, which involves the
conscious recall of detailed long-term memories of unique past events, is a well-known
symptom of dementia and is often associated with areas of the default-mode network [15].
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However, episodic memory performance is also expected to decrease with age. On the
other hand, semantic memory, which encompasses general knowledge of the world, tends
to remain stable throughout life and may help differentiate between aging and pathological
cognitive decline [16]. Still, it may not be consistently impaired across individuals on the
Alzheimer’s disease spectrum [17]. Other cognitive changes that may arise with age or
dementia include declines in spatial abilities, reasoning, and processing speed. There is
growing interest in studying the distinction between normal aging and pathology because
Alzheimer’s disease causes brain changes many years before clinical symptoms appear, and
identifying early functional brain changes from normal aging can aid in early detection.

Biomarkers for Alzheimer’s disease primarily target three key components: amyloid-
β, tau pathology, and neuronal injury [18] [19]. To observe amyloid and tau in vivo,
cerebrospinal fluid (CSF) measures and positron emission tomography (PET) are used.
PET ligands, such as fluorodeoxyglucose (FDG), have become established biomarkers for
Alzheimer’s. FDG is used to evaluate glucose metabolism in the brain, which is often ir-
regular in AD [20]. FDG-PET typically shows reduced metabolism in regions with brain
atrophy [21] [22]. Additionally, FDG and other PET ligands are employed to study tau
pathology in living patients. Neuronal injury is evaluated using structural MRI, evidence
of hypometabolism in FDG-PET scans, or by measuring total tau in CSF. Structural MRI
has detected AD-related brain atrophy up to ten years before the onset of symptoms and a
formal diagnosis [23]. Alzheimer’s disease is suspected when biomarker data and clinical
cognitive evaluations point to AD pathology, which can be confirmed post-mortem through
neuropathological studies using Pittsburgh Compound-B to identify amyloid-β deposits in
the brain [24]. There is a clinical demand for new biomarkers to assess different aspects of
Alzheimer’s and to detect brain changes at earlier stages.

Increasing knowledge about the genetic aspects of Alzheimer’s disease has emerged.
The initial finding in this area was the link between the apolipoprotein E ϵ4 allele and
an increased risk of developing Alzheimer’s disease [25]. Further research has identified
other genetic loci associated with the condition [26] [27], and there are notable correlations
between genetic risk scores and the future risk of developing Alzheimer’s, as well as the
progression from MCI to DAT [28].

Increasing evidence supports the consensus that interventions should target the earliest
stages of Alzheimer’s disease. This underscores the need for advanced data acquisition
and analysis methods to identify early brain changes, aiding in the discovery of biomarkers
and the enhancement of disease detection and prediction. Research can utilize imaging
techniques, cognitive assessments, and other tools to explore the structural and functional
alterations associated with Alzheimer’s. Functional MRI is particularly promising due to
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its noninvasive nature and its ability to integrate with other modalities, such as structural
MRI and Diffusion Tensor Imaging (DTI).

fMRI Biomarker in Alzheimer’s Disease

Resting-state fMRI functional connectivity has been employed in numerous studies on
Alzheimer’s disease. The hippocampus, an area affected in the early stages of Alzheimer’s,
has shown disrupted resting-state functional connectivity in individuals with amnestic MCI
[29]. Additionally, disrupted functional connectivity in the default mode network (DMN) is
commonly observed in groups along the Alzheimer’s disease spectrum. Changes in DMN
connectivity have been noted in MCI and DAT patients compared to healthy controls [30]
[31] [32] [33]. Impaired memory function is frequently associated with disrupted DMN
functional connectivity [34] [35], and individuals with DAT exhibit reduced connectivity
in the posterior DMN compared to healthy older adults [36].

Functional connectivity reveals significant differences between individuals with MCI
and CN individuals, indicating that widespread degradation of brain networks can be de-
tected in the early stages (MCI) [37]. In cases of amnestic MCI, researchers have noted
initial increases in connectivity within the posterior cingulate cortex (PCC), which are fol-
lowed by decreased PCC activity and heightened connectivity in the frontal network over
time [38]. This pattern may indicate initial hyperactivation as a compensatory mechanism
in the early stages of the disease, transitioning to hypoactivation as the pathology pro-
gresses. This progression often mirrors the pathological changes, beginning in the medial
temporal lobe, spreading through regions of the DMN, including the PCC, and eventually
reaching the frontal areas of the brain in later stages [39].

Understanding the neural mechanisms involved in early brain changes associated with
Alzheimer’s disease is vital for predicting the progression to advanced stages and research-
ing therapeutic interventions. The fact that functional connectivity is a sensitive indicator
of memory and other Alzheimer related changes in the brain, coupled with evidence of
increased functional connectivity in the initial stages, suggests that it could be useful for
early detection and may offer additional benefits for prediction studies.

Neuroimaging has become a crucial tool in the clinical assessment of individuals sus-
pected of having neurodegenerative diseases like Alzheimer’s. Structural MRI brain scans
can reveal the presence and progression of neurodegeneration. Individuals with MCI and
DAT often show the characteristic progressive atrophy associated with AD, particularly in
regions like the medial temporal lobes [40]. However, by the time significant brain atro-
phy is detected, the disease may have already been affecting the brain for years or even
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decades, making early detection essential. Current research focuses on better characteriz-
ing the early functional changes in the brain linked to AD, with functional MRI being one
approach, as it serves as a proxy for neural activity.

Functional MRI measures are increasingly being studied as potential biomarkers for
Alzheimer’s disease, with a focus on connectivity and network analysis. As noted, com-
pensatory increases in fMRI activations during the early stages of Alzheimer’s pathology
are widely recognized, while general reductions in brain activity are often observed during
advanced stages. Differences in fMRI activations might be associated with altered neural
activity leading to impairments, such as memory deficits, or with neurovascular dysfunc-
tion affecting neurovascular coupling, among other possible reasons. The key takeaway is
that fMRI can provide an indirect assessment of neuronal functioning and may help iden-
tify patients at risk of developing AD before significant atrophy occurs. Thus, detection
and interventions are critical at the earliest stages of the disease, and fMRI is a promising
tool due to its noninvasive nature and ability to integrate with other modalities, potentially
illuminating neural mechanisms involved in early changes and leading to improved early
detection.

Long Short-Term Memory (LSTM)

A Long Short-Term Memory (LSTM) [7] is a type of recurrent neural network (RNN) ar-
chitecture that is particularly well-suited for modeling sequential data and capturing long-
range dependencies. The LSTM addresses the issue of vanishing gradients, which can
arise during the training of traditional RNNs. It does this by introducing a more com-
plex, gated architecture. LSTMs are powerful due to their ability to maintain information
over prolonged sequences using the cell state and multiple gates to control information
flow. As a consequence, they are commonly employed in areas such as language modeling,
time-series prediction, and any other application where capturing temporal dependencies is
critical. The architecture for an LSTM layer is described below.

An LSTM cell comprises several components designed to regulate the flow of infor-
mation, namely: cell state Ct, hidden state ht, and gates ft, it, ot. The cell state Ct is the
internal memory of the LSTM cell that carries information across different time steps. It is
modulated by various gates to retain essential information over long periods. The hidden
state ht is the output of the LSTM cell at time step t, which is used both as output and
as input to other model components at the next time step. The LSTM cell contains three
key gates. The first one, forget gate ft, determines which information from the cell state
should be discarded. It uses a sigmoid activation function to produce values between 0 and
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Figure 3: Illustration of LSTM layer used in deep learning models.

1, which are then applied element-wise to the cell state, written as

ft = σ(Wf · [ht−1, xt] + bf ). (1)

The input gate it, decides which new information should be added to the cell state. It also
uses a sigmoid function to serve as a filter for input modulation, as expressed below

it = σ(Wi · [ht−1, xt] + bi). (2)

The output gate ot, determines what part of the cell state should be output as the hidden
state of the current time step. This gate uses sigmoid functions as a gate mechanism before
computing the new hidden state as indicated

ot = σ(Wo · [ht−1, xt] + bo). (3)

The cell state is updated using the forget gate and the candidate updates. This layer gen-
erates potential values that could be added to the cell state, typically using a hyperbolic
tangent activation function. The new cell state is computed along with the hidden state
using the output gate and cell state. This is mathematically written below and illustrated in
Fig. 3.

C̃t = tanh(WC · [ht−1, xt] + bC) (4)

Ct = ft ⊙ Ct−1 + it ⊙ C̃t (5)

ht = ot ⊙ tanh(Ct). (6)

Global Average Pooling (GAP)

Global Average Pooling (GAP) [41] is a data processing technique used to distill a high-
dimensional data representation into a simplified form by computing the average value
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across particular dimensions of a tensor, in this context used to both temporally and spa-
tially compress the tensor. GAP operates by aggregating information over the entirety
of specified dimensions, thereby condensing a feature set into a singular representation
for each channel or feature dimension. This operation effectively transforms a multi-
dimensional data array into a lower-dimensional tensor, often reducing dimensions associ-
ated with spatial characteristics to a singular mean value per feature channel. Since our data
is size (B,C, SX , SY , SZ , ST ) for B batch size, C channels after many convolutional layers
with reduced spatial and time dimensions (SX , SY , SZ , ST ), GAP will reduce the input to
size (B,C) by averaging over (SX , SY , SZ , ST ) in this context. Note that (SX , SY , SZ , ST )

is very small in general at the end of any CNN, in our case 3 × 3 × 3 × 4. This process
yields a compact representation, facilitating the use of a linear layer for classification. Un-
like many other neural network operations that require parameter learning, GAP functions
independently of learned parameters. GAP can handle input data of variable sizes because
the averaging process is independent of the absolute dimensions, focusing instead on the
mean value across dimensions. This property is particularly advantageous in this situation
since there may be some variation in original input size depending on spatial voxel size and
repetition time (sampling rate).

Layer Normalization

Layer Normalization [42] is a technique used in neural networks to improve training sta-
bility and convergence by normalizing the activations of intermediate layers. It addresses
the problem of internal covariate shift, where the distribution of inputs to a given layer
changes during training, potentially slowing down the learning process. Consider a layer
with activations represented by a vector x = [x1, x2, . . . , xH ], where H denotes the number
of hidden units in the layer. For layer normalization, the mean and variance are computed
across the layer’s units

µ =
1

H

H∑
i=1

xi (7)

σ2 =
1

H

H∑
i=1

(xi − µ)2. (8)

Then, each element xi is then normalized using the computed mean and variance:

x̂i =
xi − µ√
σ2 + ϵ

(9)
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where ϵ is a small constant added for numerical stability to prevent division by zero. Fi-
nally, just like batch normalization, the normalized activations are scaled and shifted using
learnable parameters γ (scale) and β (shift) by

yi = γx̂i + β. (10)

Here, γ and β are parameters that are learned during the training process, allowing the
network to adapt the normalized output to the desired range of activations.

Layer normalization normalizes each data point independently across its features, un-
like batch normalization, which normalizes across the batch dimension. This characteristic
makes layer normalization particularly useful for recurrent neural networks or scenarios
with small batch sizes. By stabilizing the distribution of inputs to each layer throughout
the training process, layer normalization can lead to faster convergence and potentially im-
proved performance. The additional computational complexity of layer normalization is
relatively low, as it involves only the computation of per-layer statistics and the learning of
a linear transformation.

Gaussian Error Linear Unit (GELU)

The Gaussian Error Linear Unit (GELU) [43] is a novel activation function used in neural
networks, particularly in the context of deep learning. It differs from traditional activa-
tion functions like ReLU (Rectified Linear Unit) by incorporating stochastic regularization,
which has been shown to improve performance in several tasks.

The GELU activation function is defined as

GELU(x) = x · Φ(x) (11)

where Φ(x) is the cumulative distribution function (CDF) of the standard normal distribu-
tion. This can be approximated using either erf(·), the Gaussian error function, or using
hyperbolic tangent as follows

Φ(x) =
1

2

[
1 + erf

(
x√
2

)]
(12)

Φ(x) ≈ 1

2
·

(
1 + tanh

(√
2

π

(
x+ 0.044715 · x3

)))
(13)

Unlike deterministic activations such as ReLU, GELU introduces an element of stochas-
ticity by weighing inputs based on how they compare to their own normal distribution. This
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allows GELU to decide which neurons to activate in a softer manner than the hard thresh-
olding approach of ReLU. Because of this, GELU behaves smoothly over the range of
inputs by preventing issues with zero gradients (a problem encountered in ReLU with neg-
ative inputs). By employing a Gaussian-based non-linearity, GELU enables networks to
process input data more fluidly across its activation spectrum, offering a compelling alter-
native to traditional activation functions like ReLU. This function has shown to contribute
to the capacity of models for learning complex patterns in data efficiently.

4D Kernels

4D spatial-temporal convolutions are aimed at processing data that possesses both spatial
and temporal dimensions. Such operations are pivotal when the data to be analyzed evolves
over time, necessitating a model capable of capturing dependencies across both spatial and
temporal contexts. Incorporating 4D convolutions extends traditional convolution opera-
tions to handle datasets that are represented in a C × X × Y × Z × T format. Here, C
denotes the number of input channels, while X , Y , and Z correspond to spatial dimensions,
and T signifies the temporal dimension.

In essence, a 4D convolution layer applies a series of learnable filters (or kernels) across
the input data, capturing local patterns not only spatially but also across temporal sec-
tions. This operation simultaneously processes information in these dimensions, leading to
a comprehensive understanding of how spatial features change, remain consistent, or evolve
through time or sequences. For instance, in video analysis, understanding the correlation
and progression of scenes is essential. Additionally, in medical imaging, 4D convolutions
might be employed to analyze dynamic sequences of volumetric data, such as in functional
MRI scans, where spatial patterns within bodily structures need to be interpreted over time
to gain further insights. Furthermore, such convolutions often lead to reductions in com-
putational complexity when compared with separate spatial and temporal processing steps,
allowing more integrative and resource-efficient learning. Thus, a 4D CNN represents a
robust tool for modeling and understanding datasets with inherent multi-dimensional rela-
tionships, significantly enhancing the capacity of neural networks to handle rich and com-
plex data forms.

Methods

We used the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset [44], selecting
3T rs-fMRI scans (MPRAGE/SPGR pulse sequence data) with spatial resolution 3.3mm
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Figure 4: Architecture of the hybrid 3D CNN + LSTM model. Each 3D time sample is
processed individually by the CNN, and the resulting features are aggregated into matrix
S. The LSTM module captures temporal dynamics between time samples for classification
purposes.

Figure 5: Comparative results for the three approaches to handling the time dimension
in raw 4D fMRI data. Accuracy, sensitivity, and specificity are reported for various class
settings (binary and multi-class classification) using the ADNI test dataset.
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Figure 6: Temporal kernels from random spatial kernel locations for first layer channels
(C=128). Only a subset of the total channels are shown for illustration simplicity. More-
over, only a few examples per filter are shown. The proposed model in the first layer
extracts low-level features by using derivative and weighted average filters among other
kernels less interpretable.
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Figure 7: Model interpretability figure using the Grad-CAM++ method. Left image con-
sists of the BOLD response at the hippocampus for a DAT diagnosed subject and corre-
sponding Grad-CAM saliency signal over time. Right image consists of spatial Grad-CAM
maps for a fixed time sample, illustrating key regions used for classification.

and a repetition time of 3000ms, comprising 140 temporal samples of size 65×77×65. Ad-
ditionally, structural MRI scans were used to assist in the normalization process. Recogniz-
ing the usually limited size of medical datasets, we augmented the dataset by considering
each session as an independent “pseudo-subject” to mitigate class imbalance and increase
dataset size. To prevent cross-contamination between train and test sets, scans from the
same individual were assigned exclusively to one set, resulting in class distributions CN
(602/50), MCI (210/50), and DAT (147/50) for train/test samples. The test set was bal-
anced to ensure accuracy is a meaningful metric and the validation set consisted of a subset
of the train set through k-fold cross-validation. Data preprocessing involved several steps:
converting raw DICOM files to the BIDS format [45] and processing with fmriprep [46].
For structural scans, this included N4 bias field correction, skull stripping, and spatial nor-
malization to the MNI152 linear space from TemplateFlow [47]. For functional scans, this
entailed slice-timing correction, head-motion estimation, and fieldmap-less susceptibility
distortion correction. Further preprocessing involved bandpass filtering between 0.01-0.1
Hz using scikit-learn [48], discarding the first 20 temporal samples, and applying Z-score
normalization on each voxel’s time series data. All models were implemented using Py-
Torch, with data importation facilitated by the NiBabel [49] package. We addressed class
imbalance using a weighted cross-entropy loss function with inverse frequency weights
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w=[959/602,959/210,959/147] and used the Adam optimizer [50] with weight decay and a
cosine decay learning rate scheduler. Training was conducted on a system equipped with
a 32-core CPU, 187GB RAM, and 1 NVIDIA 4090 24GB-VRAM GPU. For the 4D CNN
model, custom “Conv4D” layers were developed and integrated into our 4D convolutional
blocks as illustrated in Fig. 1. For the 3D CNN + LSTM model, spatial features for each
time sample were separately extracted and globally averaged. Then, all of the collected
time samples were provided to the LSTM module to be used for classification as shown in
Fig. 4. For the 3D CNN model, all time samples were treated as separate channel inputs.

Results

The 4D CNN model better predicted patient diagnosis compared to other models as in-
dicated in Fig. 5. For model interpretability, two analyses were conducted. First, the 4D
kernels in the first layer were plotted against time to visualize features learned by the model
(Fig. 6). From this, it appears that some lower-level features include derivative and aver-
aging information. Secondly, the Grad-CAM++ method [51] was employed to identify
important regions used for diagnosis. Fig. 7 presents the BOLD response in the hippocam-
pus with corresponding Grad-CAM signal, and to the right, spatial saliency maps at a fixed
time point, highlighting significant spatial features such as cerebellum, prefrontal cortex,
and hippocampus.

Discussion/Conclusion

This study demonstrates that diagnosis can be predicted using joint temporal-spatial ker-
nels, illustrating the efficacy of a 4D CNN. The model outperformed other methods that rely
on more conventional modeling assumptions such as separate spatial and temporal learning
modules. Moreover, saliency maps indicate relevant brain regions used for diagnosis.

Future research directions can focus on extensions to task-based fMRI data, where
“stressing” various networks beyond the default mode network could provide more in-
sight into cognitive performance and Alzheimer’s diagnosis. Additionally, the model could
be restructured to work on regression-based tasks, such as score prediction, rather than
classification.
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