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Preface

• I have some DL experience but pretty far from an expert!

• Some of the material is “stolen” from the great work of others below

• Some great resources used here are Wikipedia, [1], [2], [3]
[1] being an exceptional resource

• Will go over: basics, optimization, & issues related to DL

• Recommended prereqs: EECS551 & EECS559
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Basics: linear regression
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Basics: linear regression 2

Question: Would adding more layers help to increase accuracy?
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Basics: linear model disadvantages

Classification here instead of regression but WLOG...

• Linearity means linear with respect to the coefficients!
• Linear models might not work for some problems/datasets!
• Hence, the model must be generalized!
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Basics: activation functions

Activation functions (nonlinear) → extract nonlinear features of the data

Question: Why is this not a good nonlinear function?
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Basics: activation functions 2

• Interpreted as “firing rate of neuron”

• Bounded between (0, 1)

• Large inputs become saturated

• σ(y) centered at 0.5 so
tanh(y) = 2g(y)− 1 more practical

Question: Would adding more layers with some g(·) help?
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Basics: activation functions 3

But why does having activation functions help with accuracy?

We can approximate any compactly supported continuous function!
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Basics: stacked layers
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Basics: entire model
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Basics: entire model 2
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Optimization: a simple example

Let’s optimize for squared loss with single-variable networks:

L =
1
2
(y − f (x))2 =

1
2
(y − σ(wx + b))2

Let’s write out the layers:
z = wx + b affine/linear layer
t = σ(z) nonlinear activation
L = 1

2(y − t)2 loss function

∇wL =
∂L
∂w

=
∂L
∂t

∂t
∂z

∂z
∂w

= 1⃝ 2⃝ 3⃝

∇bL =
∂L
∂b

=
∂L
∂t

∂t
∂z

∂z
∂b

= 1⃝ 2⃝ 4⃝

Partial derivatives:

1⃝ = t − y

2⃝ = σ′(z)

3⃝ = x

4⃝ = 1
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Optimization: forward propagation

Compute values in each node in computational graph

given ordered nodes ν0, . . . , νN (meaning inputs precede outputs)
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Optimization: backpropagation

Given calculated ν0, . . . , νN compute derivatives

starting from loss working your way to inputs
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Optimization: putting it together

In practice, you have many (x, y) pairs due to Big Data™

J =
1
N

N∑
i=1

L(xi, yi)

so you update the hyperparameters like this (gradient descent):

Wk+1
l = Wk

l − η
∂J
∂Wl

by accounting for all of the data and averaging:

∂J
∂Wl

=
1
N

N∑
i=1

∂L
∂Wl

∣∣∣
xi,yi

which requires forward propagation and back propagation for each term!
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Optimization: the gradient descent family

Gradient descent (all data):

∂J
∂W

=
1
N

N∑
i=1

∂L
∂W

∣∣∣
xi,yi

Stochastic GD (one data pair):

∂J
∂W

≈ ∂L
∂W

∣∣∣
xi,yi

i ∈ {1, . . . ,N}

Mini-Batch SGD (the compromise):

∂J
∂W

≈ 1
|B|

∑
b∈B

∂L
∂W

∣∣∣
xb,yb

B ⊂ {1, . . . ,N}
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Optimization: momentum

m(k+1) = βm(k) +
∂L
∂W

W(k+1) = W(k) − ηm(k+1)

• It remembers gradients and “builds up speed”

• Reduces oscillations in high curvature regions (variance reduction)

• Becomes faster in low curvature regions (acceleration)

• Condition: 0 ≤ β < 1
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Optimization: momentum visualized 1

No momentum:
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Optimization: momentum visualized 2

With momentum (β = 0.5):
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Optimization: the real methods
These methods are “basic”!
Use either SGDNesterov or Adam.

SGDNesterov:
• SGD + Nesterov momentum

Adam:
• Most common method used!

• Momentum + second moments 2⃝

• 2⃝ meaning variance of gradients

• 2⃝ used for adaptive learning rates
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Issues: learning rate

How do you chose the step size η?

• Optimal initial rate η0 is close to largest rate that does not cause
divergence (by a factor of 1/2)

• Given normalized inputs, rule of thumb is 10−6 < η0 < 1

• Decrease step size by a factor of 10 once validation error stagnates or
every fixed X epochs

• Or, use adaptive rate such as ηk =
η0τ

max(k, τ)
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Issues: batch size

How to pick B? (heavily constrained by GPU memory)

• Usually done in CPU thread multiples {1, 2, 4, 8, 16, 32, . . .}

• As |B| increases, more FLOPS due to parallelism

• Too large is bad! Less updates per same computation time...

• There is no point to computing the gradient exactly anyway...

• Usually, |B| = 32 is a good default to start with
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Issues: training iterations

How long to train?

Essentially the same as asking, how do you prevent overfitting?
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Issues: overfitting

Many different techniques for this!

Stopping the network early based on validation accuracy is commonly used

Another option is to reduce the size of the network to reduce complexity

Two other common techniques: weight decay and dropout
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Issues: overfitting - weight decay

Linear regression model: f (x) = w0 + w1x + w2x2 + . . .

∥w∥1 promotes sparsity =⇒ there are some wi = 0

This is reducing the complexity of the model!

Weight Decay:

R(Wl) = ∥Wl∥1,1 or R(Wl) = ∥Wl∥2
F

min
θ

L(fθ(x), y) +
∑

l

R(Wl)
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Issues: overfitting - dropout
Dropout:
Randomly drop nodes in the
hidden/input layers

Let y be output of last layer

Do ỹ = y ⊙ r and continue

r ∼ Bernoulli(p)

input only: p ∈ (0.8, 1.0)
hidden only: p ∈ (0.5, 0.8)

careful!
α̃0 ∈ (10α0, 100α0)
β ∈ (0.95, 0.999)
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Issues: activation functions

Which g(·)?

Sigmoid/tanh common early on

ReLU achieved 6x faster
convergence than σ(x)

Default choice in many networks!

If not, usually a variation of ReLU like
GeLU (e.g. GPT)
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Issues: vanishing/exploding gradients 1

NNs used to be fairly shallow (deep networks → ∥∇θLθ(x, y)∥ ≈ 0)
Two different ideas help with this: skip connections & normalization

Skip connections:

• Because of identity mapping,
gradients can propagate faster

• Only have to learn small
residuals in each block

• Will “smoothen” the landscape
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Issues: vanishing/exploding gradients 2

Normalization:
Let xi = fθl(imagei) (feature map of ith image)

x̂i =
1
σi
(xi − µi), (σi, µi depend on method)

Question: BN does not work well with small batches, why?
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Issues: limited data
Imbalanced/limited data?

Transfer learning:
Earlier features tend to be more
generic than latter half

Traditional augmentation:
Perform operations such as
cropping, rotation, noise, etc...

Modern augmentation:
Neural style transfer
GANs/Diffusion models
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Future work: DL4D2

More interesting presentation next semester!

History & intuition of various network architectures...
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