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Presentation:
• Very little MRI here, sorry for misleading name 😔
• Previously, I spoke about classification of Alzheimer’s in sMRI
• Due to potential confounders, labels can be misleading…

‣ Chronic stress, depression, PTSD can play a role
• Let’s change focus and pose the problem without the use of labels

‣ Train model to extract relevant image features



Representation Learning

2017 2020 2024

𝛽-VAE [1]
Reconstruction Loss
“Nonlinear PCA”

SimCLR [2]
Contrastive Loss
Attract & Repel

AUC-CL [3]
Contrastive Loss
Attract & Repel

SimSiam [4]
Similarity Loss
Attract Only



Contrastive Learning (SimCLR)

Figure 1: SimCLR framework.
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“Contrastive” Learning (SimSiam)

Figure 2: SimSiam framework.

𝑝1 = ℎ(𝑓(𝑥1)), 𝑧2 = 𝑓(𝑥2)

𝒟(𝑝1, 𝑧2) = − 𝑝𝑇1
‖𝑝1‖2

𝑧2
‖𝑧2‖2

ℒ = 𝒟(𝑝1, stopgrad(𝑧2))



Contrastive Learning vs. Instance Discrimination

• Contrastive approach = pushing away from samples
• Instance discrimination = pull only

• If positive sample = class dog, what happens if negative samples have dog?
‣ Is latent space worse? From my observations, this is not the case!



Contrastive Learning vs. Instance Discrimination

• Contrastive approach = pushing away from samples
• Instance discrimination = pull only

• If positive sample = class dog, what happens if negative samples have dog?
‣ Is latent space worse? From my observations, this is not the case!

As a side note, both methods benefit from higher batch size so one aspect to
explore is small batch size effects.



Small Batch Size CL

I worked with SimSiam (pull only method)
I suspect small batches lead to cost function “instability”

Idea 1: Retain a memory bank and add kNN such as:
ℒ = 𝒟(𝑝1, sg(𝑧2)) +∑𝐾

𝑘=1𝒟(𝑝1, sg(NN(𝑧2, 𝑘)))
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I worked with SimSiam (pull only method)
I suspect small batches lead to cost function “instability”

Idea 1: Retain a memory bank and add kNN such as:
ℒ = 𝒟(𝑝1, sg(𝑧2)) +∑𝐾

𝑘=1𝒟(𝑝1, sg(NN(𝑧2, 𝑘)))

Idea 2: Create a mixed model of CL and AE:
ℒ = 𝒟(𝑝1, sg(𝑧2)) + 𝜆‖ 𝑥1 −AEDECODE(𝑝1) ‖22

Both ideas failed 😔 so I turned to the literature



AUC-CL (Small Batch Size CL)

AUC-CL (ICLR2024) is a new method
that outperforms others that attempt

to mitigate small batch size



sMRI Comparisons (2 class AD/CN)

For balanced dataset of equal AD/CN ADNI subjects:

Method AUC-CL VAE
kNN 81% 67%

Linear Probe 79% 53%

Both models trained from scratch using only ADNI AD/CN sMRI data.

For comparisons, standard classification CNN gives 86% ACC.

Could be improved depending on data augmentations?



Latent Visualizations

No results here, 2D space is too restrictive.
No good separation for VAE or AUC-CL (256 dimensional space)



Clustering
How do we find labels in our data?



Unsupervised Learning - Clustering

1950s-2000s 2015-2020 2021-2024

Kmeans [5]
Centroid method
Clustering only

Spectral
Clustering [6]
Distance metric method
Clustering only

DeepCluster [7]
Cross Entropy Loss
Backbone + Cluster

DeepKMeans [8]
Joint Loss
VAE + Kmeans

Contrastive
Clustering [9]
Contrastive Loss
Backbone + Cluster

TURTLE [10]
Unsupervised SVM
Clustering only



TURTLE

For data 𝑥, let 𝜙(𝑥) be latent variables. Solve the following:

ℒTURTLE(𝜃) = ∑
𝑥∈𝒟

ℒ𝑐𝑒(𝑤𝜃 ⋅ 𝜙(𝑥); 𝜏𝜃(𝜙(𝑥))) s.t. 𝑤𝜃 = Ξ(𝑤𝜃,𝒟)

min
𝜃

ℒTURTLE(𝜃) − 𝛾ℍ(𝜏𝜃)⏟
reg.

where 𝜏𝜃 = |𝒟|−1 ∑
𝑥∈𝒟

𝜏𝜃(𝜙(𝑥))

𝑤𝜃 = learnable hyperplane, 𝜏𝜃 = learnable “classifier”, 𝜏𝜃 = empirical dist.



TURTLE

Given random 𝜏 , first “classify” data as follows:



TURTLE

Now given fixed 𝜏 , find optimal 𝑤 as follows:



TURTLE

Alternate between the two until optimal solution reached:

TURTLE = Unsupervised SVM method reminiscent of K-means (opinion)



PET-TURTLE (Prior Enforcement Term TURTLE)

TURTLE objective:
min
𝜃

ℒTURTLE(𝜃) − 𝛾ℍ(𝜏𝜃)⏟
reg.

where 𝜏𝜃 = |𝒟|−1 ∑
𝑥∈𝒟

𝜏𝜃(𝜙(𝑥))

I propose the following generalization for imbalanced data:

min
𝜃

ℒTURTLE(𝜃) + 𝛾ℛ(𝜏𝜃) where ℛ(𝜏𝜃) = 𝐷KL( 𝑠⏟
sort

(𝜏𝜃) ‖ Π)

Π can be many things such as:
• Uniform if balanced
• Known for some applications
• Surrogate priors can be utilized…



Powerlaw Distribution

Powerlaw = heavy tail distribution



Powerlaw Distribution: Applications



Permutation Issue



Experiments

• Balanced datasets: CIFAR10 & FOOD101
• CIFAR10 test size for each cluster: 1000
• FOOD101 test size for each cluster: 750
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Experiments

• Balanced datasets: CIFAR10 & FOOD101
• CIFAR10 test size for each cluster: 1000
• FOOD101 test size for each cluster: 750

• 𝛼 = decay factor for cluster size
• 𝛼 = 2 ⇒ cluster sizes: 1000, 500, 250, …
• CIFAR10-LT (𝛼 = 2) & FOOD101-LT (𝛼 = 1.05)

• I use CLIP trained Resnet50 to extract latent variables for this data
• I explore having/not having a bottom floor for cluster size



Prior Distribution Comparisons

Figure 13: No clip on cluster size. Figure 14: Cluster size clipped.



Accuracy Comparisons

Distribution Type CIFAR10-LT FOOD101
Paper 66.0% 53.4%

Powerlaw (0.5) 70.5% 67.8%
Powerlaw (1.0) 72.8% -
Powerlaw (2.0) 71.9% -

Truth Prior 73.5% 69.6%



Confusion Matrices (truth on y-axis)

Figure 15: TURTLE on Food101. Figure 16: PET-TURTLE on Food101.



PET-TURTLE: Potential Next Steps

• Explore other terms besides KL divergence such as Wasserstein distance
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• Estimate prior distribution Π along the way with 𝜏, 𝑤 ?
‣ May need reformulation, otherwise could estimate empirical dist.



PET-TURTLE: Potential Next Steps

• Explore other terms besides KL divergence such as Wasserstein distance

• Estimate prior distribution Π along the way with 𝜏, 𝑤 ?
‣ May need reformulation, otherwise could estimate empirical dist.

• Generalize to do joint learning from sMRI & fMRI as shown:

∑
𝑥∈𝒟

∑
2

𝑘=1
ℒ𝑐𝑒(𝑤𝑘

𝜃 ⋅ 𝜙𝑘(𝑥𝑘); 𝜏𝜃(𝜙𝑘(𝑥𝑘))) s.t. 𝑤𝑘
𝜃 = Ξ(𝑤𝑘

𝜃 ,𝒟) ∀𝑘



Next Steps (4D fMRI Temporal Encoder)

Goal:
Create 4D encoder to temporally distill patient state from entire session
Could be used in CL, supervised CL, or standard classification CE loss



Thesis Proposal
Dimensionality Reduction & Clustering

Classical ML Methods

Subspace Learning

🦙 ALPCAH: 🦙
PCA + Heteroscedastic Data

Subspace Clustering

🦙 🦙 ALPCAHUS: 🦙 🦙
UoS + Heteroscedastic Data

Deep Learning Methods

Representation Learning

METHOD:
4D fMRI Temporal Encoder

Unsupervised Learning

🐢 PET-TURTLE: 🐢
Joint Clustering + Data Imbalance
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